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There exists many different formats for storing tensors
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Applications must work with tensors in different formats for performance
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Manually implementing support for efficient conversion
between all combinations of formats iIs infeasible
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Manually implementing support for efficient conversion
between all combinations of formats iIs infeasible

int K = 0;
for (int 1 = 0; 1 < N; 1i++) {

int ncols = A_pos[i+1] - A_pos[il;
K = max(K, ncols); COO
}

int* B_crd = new int[K * N]();
doublex B_vals = new double[K * N]();

for (int i = 0; 1 < N; i++) { BCSR
int count = 0;

for (int pA2 = A_pos[il];
PA2 < A_pos[i+1]; pA2++) {
int j = A_crd[pA2];
int k = count++; I:l |
int pB2 = k * N + 1;
B_crd[pB2] = j;
B_vals[pB2] = A_vals[pA2];

& BND

int count[N] = {0};
for (int pAl = A_pos[0];

PA1 < A_pos[1]; pAl++) {
int i = Al_crd[pAl1]; [:)l/ﬁ\

count[1i]++;

3

int* B_pos = new int[N + 1];
ol 5 JAD
for (int 1 = 0; i < N; i++) {

B_pos[i + 1] = B_pos[i1] + count[i];

1
intx B_crd = new int[pos[N]]; EE;+<<\Y/
double* B_vals = new double[pos[N]];
for (int pA1 = A_pos[0];
PAT < A_pos[1]; pAl++) {

int i = Al_crd[pAl1];

int j = A2_crd[pAl]; CSR
int pB2 = pos[i]++;

B_crd[pB2] = j;

B_vals[pB2] = A_vals[pA2]; °
3
for (int 1 = 0; 1 < N; i++) { ¢
B_pos[N - 1] = B_pos[N - 1 - 1]; o
by

B_pos[0] = 0;

COO
BCSR
ELI
BND
DIA
JAD
SKY
CSR

bool nz[2 * N - 1] = {0};
for (int 1 = 0; 1 < N; 1++) {
for (int pA2 = A_pos[il];
PA2 < A_pos[it+1]; pA2++) {
int j = A_crd[pA2];
int k =3 - 1;
nz[k + N - 1] = true;
13
int* B_perm = new int[2 * N - 1];
int K = 0;
for (int 1 = -N+ 1; 1 < N; 1++) {
if (nz[1 + N - 1])
B_perm[K++] = 1;
3

doublex B_vals = new double[K * N]();
int* B_rperm = new int[2 * N - 1];
for (int 1 =0; 1 <K; 1++) {
B_rperm[B_perm[i] + N - 1] = 1;
3
for (int 1 =0; 1 <N; i++) {
for (int pA2 = A_pos[i];
PA2 < A_pos[i+1]; pA2++) {
int j = A_crd[pA2];
int k =3 - 1;
int pB1 = B_rperm[k + N - 17;
int pB2 = pB1 * N + 1i;
B_vals[pB2] = A_vals[pA2];
1}



Hand-optimized libraries limit support for efficient conversion
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Inefficient conversion eliminates benefit of using different formats

_—mm
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Automatic Generation of Efficient Sparse Tensor
Format Conversion Routines

Stephen Chou, Fredrik Kjolstad, and Saman Amarasinghe

 [TJEE

CSAIL




A compiler can generate efficient conversion routines from standalone
specifications for each tensor format
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A compiler can generate efficient conversion routines from standalone
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Normalized time

Our technigue generates efficient code
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Being able to generate efficient conversion routines
lets users exploit different formats for performance

Oﬂ|y COO: Construct tensor T in COO Compute with tensor T in COO
_ . Compute with
Omy DIA: Construct tensor T in DIA tensor T in DIA

Hybrld w/ Construct tensor Tin COO  [COO — DIA Compute with
our approach: tensor T in DIA

10



Coordinate Remappings

j-i |-

-1
2
0| 1
E

T (N w| L

0
0
0
A

0
1
1
D

m | NN O

W D O|N

2
2
4
G

_ O W[ MN

Attribute Queries

A B

C
F G
H

>

ub

11

0




Coordinate Remappings

N | M| WO
N N[O
AN || O | N D
O || AN | | AN || L
o — — )]
O || oo <
~ o | T
vVl N ]
Tl-o0
- o ‘-

"

11



Different tensor formats arrange nonzeros in memory Iin different ways
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Different tensor formats arrange nonzeros in memory Iin different ways
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Different tensor formats arrange nonzeros in memory Iin different ways

POS
crd

vals

PDOS
crd

vals

BCSR

12

9 K3 N|4
1 215 perm |-1 M| 6
E H J vals A|D
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G
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Coordinate remapping captures how nonzeros are arranged in memory
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Coordinate remapping captures how nonzeros are arranged in memory

=0 | 2 3 4 5
=01 A B
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- C D
T e 8 j 02/0 112 4 25
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Coordinate remapping captures how nonzeros are arranged in memory

0 2 -1 -110 2 -1]2
0 0 1 212233
0 2|0 11214 25
A B C E F G H J




j-i

13

Coordinate remapping captures how nonzeros are arranged in memory

-11-1]/-1] 0 0 2 2 2
11230 210 23
0O 120 212145
C E H A F B G J




j-i

13

Coordinate remapping captures how nonzeros are arranged in memory

-11-1]/-1] 0 0 2 2 2
11230 210 23
0O 120 212145
C E/H A F B G J




j-i

14

Coordinate remapping captures how nonzeros are arranged in memory

-11-1]/-1] 0 0 2 2 2
11230 210 23
0O 120 212145
C E H A F B G J




Coordinate remapping captures how nonzeros are arranged in memory

vals

C E H A D B
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Coordinate remapping captures how nonzeros are arranged in memory
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Coordinate remapping captures how nonzeros are arranged in memory

vals C E H A D F B G J

(i,j) — (j—i
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Compiler uses coordinate remapping to generate code to reorder nonzeros
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Compiler uses coordinate remapping to generate code to reorder nonzeros
=0 | 2 3 4 5

J (1,5) = (3-i}i,])
Identify segment d 1in vals
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Compiler uses coordinate remapping to generate code to reorder nonzeros

perm

vals
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)
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Compiler uses coordinate remapping to generate code to reorder nonzeros

perm

vals

=0 2 3 4 5
i:o B
G
) F G
3 J
3 N | 4
-1/ 0| 2 M| 6
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(lrJ) —> (J_lrlr.])

Identify segment d 1in vals
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Identify position p 1in d
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Compiler uses coordinate remapping to generate code to reorder nonzeros

=0 | : : 4 . for (int bi = 0;

Y B for (in’tc)ib;' I\=/| é;BI; i)
C D for (intt)ji<=Nb/i EJQI?J.H) {
2 E F G for (inic.L ; ibéjJr*ll)BJ),!< P ) A
3 H J if (B[i?j? fgj@T@?{* e

Identify segment d 1in vals
that corresponds to j - 1
Identify position p 1in d
that corresponds to 1 and j
vals[p] = B[i,]]

perm -1 0 | 2 M 6 1

vals A
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Compiler uses coordinate remapping to generate code to reorder nonzeros

perm

vals

=0 | 2 3 4 0 for (int bi = 0;
o bi <M/ BI; bi++) A
S O0TA B for (int bj = 0;
bj < N / BJ; bj++) {
- C | D for (int i = bi % BI;
i< (bi+ 1) % BI; i++) {
2 E | F G for (int j = bj *x BJ;
j < (bj + 1) x BJ; j++) {
3 IIII if (B[i,j] !'= 0.0) {
Identify segment d 1in vals
that corresponds to j - 1
Identify position p 1in d
that corresponds to 1 and j
vals[p] = B[i,]]
3 N | 4 ,
}
}
-110 | 2 M| 6 !
C EH A D F J
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Attribute Queries
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Reordering a tensor’s nonzeros without explicitly sorting them
requires knowing statistics about the tensor

0
=0 A B rows | O 1 1]2 0 3|3|2 ]2
C

cols | O/ 01 1 /2|2 |52 4

3 H J vals A C D E B H J F G
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Reordering a tensor’s nonzeros without explicitly sorting them
requires knowing statistics about the tensor

0
=0 A B pos | O 2|4 |7 9
C
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Reordering a tensor’s nonzeros without explicitly sorting them
requires knowing statistics about the tensor

0
=0 A B pos | 0|2 |4 |7
C

crd| O 21 2

3 H J vals |A B|C D
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Reordering a tensor’s nonzeros without explicitly sorting them
requires knowing statistics about the tensor

rows | O 112033212

cols O 0O 1 /1|2 |2 |5|214

vals A C D E B H J F|GQG

pos 0|2 4|7 9

crd| O]2|10/1T]1]2]4]2 5

vals |A B|C DIE F G|H J




Converting tensors to different formats requires knowing
different statistics about the tensors
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Converting tensors to different formats requires knowing
different statistics about the tensors

SKY: BND: DIA:
Al |B A B A B
C|D C D C D
E F E F G E F |G
J

20




Attribute queries express tensor statistics as aggregations
over the coordinates of nonzeros

9 3 4 g select [i] —> count(j) as nnz
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Attribute queries express tensor statistics as aggregations
over the coordinates of nonzeros
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Compiler generates code to compute attribute queries
by reducing them to sparse tensor computations

select [i] —> count(j) as Q # ViV Qi += map(DB;;, 1)

J=0
=0 A B
1 C

2 3 4 5

2 E F G
3 H J
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Compiler generates code to compute attribute queries
by reducing them to sparse tensor computations

select [i] —> count(j) as Q # ViV Q; +:m

i=0 | 2 3 4 5 =0 | 2 3 4 5
=0 A B =0 | 1 1

- C D 1

2 E F G 2 1 1 1

3 H J 3 1 1
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Compiler generates code to compute attribute queries
by reducing them to sparse tensor computations

select [i] —> count(j) as Q # ViV Qi += map(DB;;, 1)

i=0 | 2 3 4 5 i=0 | 2 3 4 5
=01 A B =0 1 1
- C D 11
2 E F G 2 1 1 1
3 H J 3 1 1
0 | 3
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Compiler generates code to compute attribute queries
by reducing them to sparse tensor computations

select [i] -> count(j) as Q

¥

ViV Qi += map(DB;;, 1)
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Compiler generates code to compute attribute queries
by reducing them to sparse tensor computations

select [i] -> count(j) as Q

for (int j = @; j < N; j++) {
for (int pB = posl[jl;
pB < pos[j+1]; pB++) {
int 1 = crd[pB2];
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Compiler generates code to compute attribute queries
by reducing them to sparse tensor computations

select [i] -> count(j) as Q

¥

ViV;|Qi += map(DB;;, 1)

‘ B is CSC

for (int j = @; j < N; j++) {
for (int pB = posl[jl;
pB < pos[j+1]; pB++) {
int i = crd[pB2];
Qli] += 1;
I3
+
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Compiler generates code to compute attribute queries
by reducing them to sparse tensor computations

select [i] -> count(j) as Q

‘ Bis COO

ViV Qi += map(DB;;, 1)

‘ B is CSC

for (int j = 0; j < N; j++) for (int pB = 0;
for (int pB = pOS[J] pB < NNZ; pB++) {
pB < pos[j+1]; pB++) { int i = rows[pB];
int 1 = crd[pB2]; Qli] += 1;
Q[i] += 1: I3
I3

}
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Compiler generates code to compute attribute queries
by reducing them to sparse tensor computations

select [i] -> count(j) as Q

B is CSR ‘ Bis COO

ViV Qi += map(DB;;, 1)
‘BISCSC

B! = (pOS [i+1] — pos [1]) for (int j = @; j < N; j++) for (int pB = 0;
¢ for (int pB = pOS[J] pB < NNZ; pB++) {
\V/i Qz — Br: pB < pos[j+1]; pB++) { int 1 = rows|[pBl;
int i = crd[pB2]; Q[i] += 1;
Qli] += 1; I3
I3

}
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Compiler generates code to compute attribute queries
by reducing them to sparse tensor computations

select [i] -> count(j) as Q

B is CSR ‘ Bis COO

ViV Qi += map(DB;;, 1)

‘ B is CSC

B! = (pos[i+1] — pos[i]) for (int j = 8; j < N; j++) for (int pB = O;
for (int pB = pos[jl; 0B < NNZ; pB++) {
Vi Qi ::.£3£ pB < pos[j+1]; pB++) { int i = rows[pB];
int i = crd[pB2]; Q[i] += 1;
.' Q[i] += 1; }
}

+

for (int 1 = 0; i < N; i++) {
Q[i] = pos[i+1l] - poslil;

s
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In conclusion...

Efficient sparse tensor conversion routines can be automatically generated from
per-format specifications
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In conclusion...

Efficient sparse tensor conversion routines can be automatically generated from
per-format specifications

Adding support for new sparse tensor formats Is straightforward

Our technigue makes it simple to fully exploit disparate tensor formats for performance

' i
\ .

TOYOTA

RESEARCH INSTITUTE

This work was
supported by:

Semiconductor
Research
Corporation

24



